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Exploring Machine Learning Techniques to Improve arXiv Paper Categorization

1 Abstract

Hundreds of research papers and scholarly articles are uploaded each day across countless journals.
With such a vast amount of available texts, it can pose a problem for researchers hoping to use the
available information. How can one be expected to efficiently navigate such a huge number of articles?
In this paper we propose a multi-step solution to this problem within the ArXiv paper repository. Firstly,
we explore the effectiveness of 2 unsupervised clustering methods (k-means, DBSCAN) to determine
if a more simplistic categorization system can provide a similar differentiation of papers. Second, we
integrate the ANNOY (Approximate Nearest Neighbors) model to introduce a tool which allows for
the fast recovery of papers most similar to one’s own to aid in research that may span several distinct
categories. Finally, we use 3 supervised learning methods (KNN, random forest, fastText) to create a
tool to assist researchers in self classifying their own research papers so as to be most easily accessible
to others.

2 Introduction

The ArXiv repository was founded in 1990 by a researcher at the Los Alamos National lab hoping
to develop a way to more efficiently send preprints of physics papers to his colleagues. What began as
an email tool built for convenience has since grown into one of the largest and most commonly used
sources to access academic papers and is now owned and operated by Cornell University. Hosting well
over 2.4 million scholarly articles in the, the ArXiv system spans a huge number of years and scientific
research areas, providing an invaluable resource for researchers finding references through the literature
of their field [2].

While the increase in availability of research papers and the growth of this repository has been an un-
deniable benefit for scientific research, the huge expansion of the archival system has introduced some
issues. A system that initially held a small number of niche physics papers now maintains papers in a
far more broad range of subjects, including mathematics, computer science, quantitative biology, quan-
titative finance, statistics, electrical engineering and systems science, and economics [2]. Within each
of these research areas, there exists sometimes 50 or more labels to further subset the papers. Currently,
papers can be classified into any of over 150 distinct categories, which are to be defined by those who
upload each paper [1].

This large number of distinct categories poses several difficulties for researchers. How can one be
expected to effectively navigate such a large number of classes when performing research? Researching
for a paper which may span several categories can be a daunting task. One must search through each of
many potential categories, for papers which are similar to their area of interest. Furthermore, how does
one know which categories to assign to their own papers? Of course a researcher knows the topic of
their own research, but how might they go about classifying their papers into potentially several subject
areas out of several hundred? To be able to make ones papers more easily accessible to those whom it
may benefit, the process of self classifying may not span all important areas. For example a researcher
may classify their machine learning paper as a mathematics paper, limiting access to those who may be
searching under the computer science section of ArXiv. This leaves room for human error that will re-
quire retroactive adjustments. Lastly, is there an efficient way to organize such a great variety of papers,
while reducing the number of difficult to navigate categories? In this paper, we explore a number of
solutions to each of these problems, employing unique machine learning methods at each step.

Firstly, to address the problem of discovering research papers, we introduce a novel tool leveraging
the ANNOY (Approximate Nearest Neighbors) model stacked with a clustering model (k-means, DB-
SCAN) to effectively and efficiently pull relevant research papers from the dataset. This tool’s key
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feature is the implementation of the computationally inexpensive ANNOY model as well as Term Fre-
quency - Inverse Document Frequency (TF-IDF) representations of research paper abstracts to quickly
retrieve a specified number of mostly similar research papers (similar content and categorization) based
on a given input abstract. The goal of this tool is to provide a fast and simple way to query the ArXiv
database, ideally saving significant time that would otherwise be spent searching for papers.

To solve the issue of self assignment, we propose a second tool. Utilizing several supervised learning
models, we create a system which allows users to provide the abstract of their own papers and receive
an estimation of n most relevant categories, where n is a parameter that can be specified by the user. One
can utilize this tool to best categorize their research publication. Initial attempts at this involved the use
of random forest and K-Nearest Neighbor models for multiclass classification. However, best results
were achieved by employing fastText model, which allows for efficient text classification into multiple
classes, and also provides a probabilistic representation of the research categories.

To determine the most suitable model for such tasks, we tested multiple models against one another
after also running parameter tuning tests for optimal model settings, as well as dimensionality reduction
of training datasets. The results of this analysis provides valuable information to the ArXiv system for
simplifying their repository, as well as providing an analytical framework that can be applied to similar
multiclass datasets looking to simplify their organization.

3 Background

Text classification and Natural Language Processing have transformed how we organize and under-
stand large amounts of textual data, particularly with the goal of improving access to scientific literature.
Researchers have developed and refined various machine learning models and techniques to apply text
classification to automatically categorize scholarly articles into specific subject domains. One such basic
algorithm is the classical decision tree. But more notably, popular models include k-nearest neighbors
(KNN), Naive Bayes, and Support Vector Machines (SVMs), which are supervised methods that learn
the patterns and relationships within text, making them able to discern the distinctions across diverse
subject categories [4].

“Article Classification using Natural Language Processing and Machine Learning” by Thanh et al. com-
pares the performance of these three algorithms in particular and concludes that SVM produces the
best classification results, but is also dependent on the data pre-processing and should be explored with
larger and more diverse datasets [8]. The data pre-processing, which we referenced in our models as
well, involves the segmentation and vectorization of the raw text data. Although not implemented into
our pipeline, it is also important to note that when using the SVM classifier, using singular value decom-
position to analyze and shorten the dimension of the characteristic space helps to improve effectiveness,
which is why we tested models using datasets with reduced dimensions our selected models. In sum-
mary, the combination of natural language processing and machine learning algorithms is proven to be
effective for developing automated classification systems for scholarly articles.

Another paper that outlines what has been previously studied about article classification is “SemEval-
2018 Task 7: Semantic Relation Extraction and Classification in Scientific Papers” by Gabor et al., which
specifically relates to the task of identifying and classifying semantic relations between concepts found
in abstracts into discrete categories [3]. To train the model, first, pairs of relation instances were manu-
ally annotated and classified based on semantic relation typology as defined by a table in the paper [3].
For the testing data, only annotation was completed and the classification was left incomplete [3]. The
authors then repeated this subtask with a set of “noisy” data, where the occurrences were automatically
annotated, but the semantic relations were still done manually for the training data [3]. The results of this
study were relevant to our project in that it provided more information about the nuanced information
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that can be extracted from the text dataset we were using. While the goal was slightly different from
ours, the information learned helped us to develop a stronger understanding of how we could manipulate
and process our data for our tasks.

4 Dataset

4.1 Dataset Description

This section will describe the ArXiv dataset, which is the dataset used for this project. The dataset is
publically available and can be accessed through either the ArXiv API or Kaggle. The dataset available
on Kaggle contains 1.7 million articles, with each row consisting of information such as the title, author,
categories, abstract, and full text PDF. There are 158 subcategories in total in the system [1]. For this
project, we pulled articles that were published between 2018 and 2020 (inclusive), which subsetted 3
years of data with 15,771 articles. The data subsetting can be increased to account for more years if
computation time is not a concern.

We set 3 different datasets for our models: the full dataset [B.1], an expanded dataset [B.2] with each
article having distinct categories, and a main category dataset [B.3] with each article having only their
main category. The full dataset was used for the unsupervised clustering models, while the expanded
dataset and main category dataset were used for the supervised learning models. The previews for the
three datasets can by found in appendix [B].

In the full dataset, the category column values are lists of all the categories that a particular article is
in. For example, the first row in the full dataset has the value [math.DG, math.AP, math.MG]
for the category column, which means that the article is in the math.DG, math.AP, and math.MG
categories. The expanded dataset has the same columns as the full dataset, but the category column
values are not lists, but rather a single category. The main category dataset has the same columns as the
full dataset, but the category column values are not lists, but rather the main category of the article.
For example, the first row in the main category dataset has the value math for the category column,
which means that the article is in the math category. There are 3764 unique category combinations in
the full dataset, 158 unique categories in the expanded dataset, and 20 unique categories in the main
category dataset. We note that categories with less than 10 articles were removed from the dataset.

4.2 Dataset Preprocessing

The abstracts of each paper were processed to remove punctuation and stopwords and were set to
lowercase. Vector representations of each preprocessed abstract are created using TF-IDF vectorization,
a process built on the Bag of Words representation of text, in which strings of words are vectorized
according to the number of times a word appears in a given document and the number of documents
which contain this word. These vectorized representations are used for nearly all of the models that
we implemented, with the exception of fastText, which uses a different vector in the form of word
embeddings.

5 Methods

5.1 Category Reduction

Category reduction involves the application of various unsupervised clusterting methods to deter-
mine whether a more simple organization schema exists for the ArXiv repository. The goal of this step
is to reduce the number of categories (category combinations) from currently 3764 to a more manage-
able number. This will allow for easier navigation of the repository, as well as a more efficient way to
organize new papers. Here we explore the effectiveness of 2 unsupervised clustering methods: k-means,
DBSCAN. To determine the effectiveness of both techniques, we use the silhouette score, which is a
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measure of how similar an object is to its own cluster compared to other clusters, mimicking the analysis
performed by Shahapure et al. [7]. Using the mean intra-cluster distance a and the mean nearest-cluster
distance b for each sample, the score is calculated between each cluster, and the silhouette coefficient of
a clustering assignment is the mean score between all clusters. The silhouette score between two clusters
then is given by

s =
b− a

max(a, b)
.

We evaluate each of the posed models with respect to their silhouette scores, and present the best results
from each model.

The initial clustering model employed is k-means, an iterative process where the number of means
is defined. In each iteration, a cluster’s center is determined as the centroid of all points assigned to that
cluster. Utilizing the k-means++ algorithm, an improvement over the original k-means, ensures better
convergence and results. The algorithm initializes cluster centers by selecting the first one uniformly at
random from data points and subsequent centers based on the distance from the closest existing cluster
center. To find the optimal number of clusters, the elbow method is employed. This method calculates
inertia (sum of squared distances of samples to their closest cluster center) for various cluster sizes. The
optimal number of clusters is identified at the elbow point, where inertia begins to decrease more slowly.
While a distinct elbow wasn’t evident, 200 clusters were chosen, representing a point where inertia de-
creases relatively slowly. The inertia vs. clusters plot is available in appendix [C.1.1].

Additionally, we checked silhouette scores for different numbers of clusters, and found that the sil-
houette score was actually highest for 500 clusters. This is likely due to the fact that there are a large
number of categories, and so the optimal number of clusters is likely to be much higher than the number
of categories. We note that the trend on the plot is indicative of the model favoring a higher number of
clusters than 500, but we chose to use 500 clusters for computational efficiency. This may be a point
of improvement for future work. The plot of the silhouette scores against the number of clusters can
be found in appendix [C.1.4] and the table of silhouette scores can be found in appendix [C.1.5]. The
silhouette scores for 500 clusters is 0.0095.

We then tested the DBSCAN model. Before proceding, we reduced the dimensionality of the dataset us-
ing truncated singular value decomposition (SVD). This is a technique which reduces the dimensionality
of the dataset by projecting it onto a lower dimensional space. This is done by computing the singu-
lar value decomposition of the dataset, and then keeping only the first k singular values. With the full
dataset vectorized, there were 78504 features, which would be computationally expensive to run the DB-
SCAN model on. In appendix [C.3], we plot the explained variance against the number of components.
Similar to the elbow method, we determine the optimal number of components at the point where the
explained variance begins to decrease more slowly. We observed diminishing returns beyond 25 compo-
nents, and also the cumulative explained variance plot that after 25 components displays linear increase
in cumulative explained variance. Hence we reduced the dimensionality of the dataset to 25 components.

After applying the truncated SVD, we tested models with ranging epsilon and minimum sample val-
ues to find the optimal parameters for the DBSCAN model. The DBSCAN model is a density-based
clustering algorithm, which groups together points that are closely packed together, and marks points
that lie alone in low-density regions as outliers. The model requires two parameters: epsilon and mini-
mum samples. Epsilon is the maximum distance between two samples for them to be considered as in
the same neighborhood. Minimum samples is the minimum number of samples in a neighborhood for
a point to be considered as a core point. We tested the model with epsilon values ranging from 0.1 to
2.0 and minimum sample values ranging from 2 to 8. The best silhouette score was 0.3463 with epsilon
= 0.2 and minimum samples = 2. There are a number of reasons why we felt that DBSCAN may out-
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perform other clustering algorithms. Firstly, this method does not require us to specify the number of
clusters, but rather the number is determined automatically as a result of the hyperparameters. In this
application, it may be helpful to have the number of clusters determined by the model, as we are hoping
to achieve an optimal number of clusters. Additionally, DBSCAN can learn arbitrary cluster shapes,
which may be useful to this application. Further, it is robust to outliers, which may be beneficial if the
paper labelling is not standardized.

Although the DBSCAN model had the highest silhouette score, we chose to use the k-means model
for the paper retrieval tool. This is because the k-means model was more robust in that it kept more
possible categories while DBSCAN set an extensive amount of categories to be outliers/noise. This is
likely due to the fact that the k-means model is more sensitive to the number of clusters, and so we chose
to use the k-means model with 500 clusters.

5.2 Paper Retrieval Tool

Rather than using a traditional nearest neighbors calculation, our paper retrieval tool leverages the
approximate nearest neighbor model (ANNOY) to quickly retrieve a specified number of mostly similar
research papers (similar content and categorization) based on a given input abstract. The ANNOY model
is a computationally inexpensive model that is able to quickly retrieve the most similar papers to a given
input abstract. The model works by creating a tree of binary splits of the data, and then traversing the
tree to find the nearest neighbors. The model is able to find the nearest neighbors in O(logN) time,
where N is the number of data points. This is significantly faster than the traditional nearest neighbors
calculation, which has a time complexity of O(N).

5.3 Topic Classifer

The purpose of the topic classifier is to provide researchers with the option to quickly and easily
obtain a list of potential paper classifications. This allows those who upload to repositories like ArXiv
to ensure that they assign the best possible list of subject classifications to their research. The goal of
this tool is to provide researchers with a list of likely subject classifications, some of which may not
have originally been considered. At this stage, we applied models to the expanded and main category
datasets. The performance was evaluated using the precision metric, which is the ratio of true positives
to the sum of true positives and false positives.

Our first attempt involved a K nearest neighbors (KNN) model, using the vectorized abstracts to de-
termine the classification of a new datapoint by the most common classification of its nearest neighbors.
The KNN model determines the euclidean distance between the new example and all other datapoints,
focusing on the K nearest neighbors, where K is a specified parameter. The classification of the new
datapoint is a product of the classifications of the neighbors. The best result was found when using the
15 nearest neighbors. This model, while relatively simple, still achieves rather accurate results due to
the effectiveness of the vectorization.

A second attempt involved the usage of a random forest classifier. The random forest classifier in-
volves the training of many different decision trees. Each tree is trained on a random subset of the data,
and the final classification is determined by the majority vote of all the trees. This model is effective at
reducing overfitting, and is also relatively fast to train.

The final implementation of this tool employs the fastText model by Joulin et al. from Facebook AI
Research Lab [5]. This model addresses baseline drawbacks through hierarchical softmax and n-gram
features. To enhance generalization, the linear classifier is factorized into low-rank matrices, a method
adopted by the fastText model. It uses matrix A as a word look-up table, averaging word representations
into a text representation. This representation, similar to the Continuous Bag of Words (CBOW) model,
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is fed into a linear classifier [5]. The model utilizes the softmax function f to compute the probability
distribution over predefined classes, minimizing negative log-likelihood over N documents:

− 1

N

N∑
n=1

yn log(f(BAxn)).

For efficiency, when the class count is large, the fastText model employs hierarchical softmax, reducing
computational complexity to O(h log2(k)). This hierarchical softmax utilizes a binary tree, providing
advantages in both training and test times. The second component, n-gram features, addresses the lim-
itation of the bag of words model in capturing word order. The fastText model incorporates n-grams to
capture local word order, utilizing a hashing trick for efficiency [6]. This approach proved effective in
terms of training time and results. This is important because ArXiv has a massive vocabulary with niche
words and subject-specific vocabularies. This model proved to be the most effective, both in training
time and results.

6 Results

6.1 Category Reduction

The results of the unsupervised portion provided some information regarding the feasibility of re-
ducing the number of subjects in the dataset, and also provided an effective labelling schema to use with
the ANNOY model. The k-means model was able to reduce the number of categories from 3764 to
500, which is a significant reduction. The DBSCAN model was able to reduce the number of categories
from 3764 to 2, which is a very significant reduction. However, the DBSCAN model set a large number
of categories to be outliers/noise, which is not ideal. In our most successful model, over half of the
datapoints were considered to be noise. We concluded that the structure of the vectorized texts is not
appropriate for applying this model, and instead we continued with K-means. Throughout testing, we
applied the following article abstracts as sampling inputs. Note that all three articles are out of the scope
of our training data, which in theory should represent a totally new research abstract to the model.

1. ”Pretest and Stein-Type Estimations in Quantile Regression Model” - 2017 / Statistics Theory
(math.ST)

2. ”Smoothed GMM for quantile models” - 2017 / Statistics Theory (math.ST); Econometrics (econ.EM);
Methodology (stat.ME)

3. ”Testing High-dimensional Covariance Matrices under the Elliptical Distribution and Beyond” -
2017 / Statistics Theory (math.ST)

The k-means model classified the first two samples into the same cluster, while the DBSCAN model
classified all three samples as outliers/noise.

6.2 Paper Retrieval Tool

The paper retrieval tool is an application of the ANNOY model trained on our best performing k-
means model. Its purpose is to present similar papers to a researcher to allow for faster research, and
potentially more broad or multidisciplinary papers that would otherwise not be explored. Because of
the nature of this tool, it is difficult to apply a quantifiable measure of its success. However, in initial
testing, we found that the model proved effective in retrieving relevant papers. The model often pulls
from papers within the same niche category, though the tool has also shown successes in returning pa-
pers classified into other subjects which still prove relevant to the inputted texts.

In appendix [D.2] we show an example of the usage of this system by inputting the first sample ab-
stract for the original fastText paper. Note both the titles and categories of the suggested papers. We
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observe that the relevant papers are subjects which are relevant to the fastText paper. As expected, there
are suggested papers in math.ST, however we also note the recommendation of papers in subjects that
we may not have otherwise considered, including econ.EM and stat.CO. We were impressed with the
results of this model. It consistently and quickly provides a researcher with similar, relevant papers, and
has potential to lead a researcher to explore new paths and take a more interdisciplinary approach.

6.3 Topic Classifer

The supervised learning portion of our paper involved the application of 3 distinct models on the
specific and broad categories of the ArXiv papers. Each model used an 80-20 train test split, and accu-
racy of each model was measured as a proportion of the test set correctly classified. For reference, there
are 157 specific categories, and 21 broad categories. Our first attempt used a random forest classifier.
This model showed very poor performance in both metrics. The classifier achieved only 11.525% accu-
racy on the specific categories, and 50.825% accuracy on the broad categories. This model performed
the worst of any of our models in both sections. Because random forest is a rather computationally
expensive model, we were not able to train an extremely complex model, which may explain the results.

The second approach used a K nearest neighbor model in order to classify new abstracts. This model
achieved far better results in the specific categories, achieving 20.342% accuracy, nearly double that
of the random forest classifier. This model excelled in the broad classification, achieving 56.445%
accuracy, which is the best performance in this section for any of our models. We believe that this per-
formance is because the vectorized abstracts of similar papers would be largely similar within the broad
categories. This is a result of many of these papers using the same vocabulary, with different broad
categories having significantly different vocabularies.

Our third iteration used the fastText model. We used more extensive parameter tuning in this model,
and were able to achieve the most notable results, with rather fast training time. Using 1 word n-gram
and 40 epochs, we were able to achieve 27.179% accuracy on the specific categories. Using 1 word n-
gram with 10 epochs we achieved 54.892% accuracy on the broad categories. We found that additional
training epochs overfit the data and reduced performance on the test set.. While these results are far from
perfect, the fastText model produces a probability distribution of the most likely categories. We can then
use this distribution to to place papers into multiple categories, as is done in the current organization
scheme. This makes the tool far more useful and applicable, as it allows for fast multiclass classification
of new papers.

7 Conclusion and Future Work

In this paper we have explored numerous methods of improving the categorization of papers in the
ArXiv repository. The paper retrieval tool allows users to more quickly find potentially relevant papers
to their own, and it can be used to speed up the process of background research. The category assignment
tool can be applied to new papers as they are uploaded to the dataset in order to assign each upload a
number of different subjects. This tool can be used to make papers more widely available, as they may
appear in subject queries that they otherwise would not. Future research in this area could involve the
introduction of additional tools to manage such a dataset, for example an abstract generating tool, using
NLP to generate concise and descriptive abstracts when input the content of a paper. Additional research
could also be done in applying these processes to other large paper repositories.

8 Data Availability

ArXiv is an open-access archive for scholarly articles and the arXiv dataset is a freely-available
repository of 1.7 million articles, containing paper features such as article titles, authors, categories,
abstracts, and full text PDFs.
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9 Contributions Statement

Each member of the group contributed roughly evenly throughout the course of the project. Initially
we collaborated on background research and developing our questions. Once we began the project,
we divided the coding work. Initial preprocessing and text vectorization steps were done by Mabel.
She also aided in model research and selection for the next steps and led the development of the K-
means clustering section. Mabel also wrote the background section of the report. Junwon implemented
the ANNOY model as well as the FastText model, and led the overall organization of the code. This
involved compiling all different workspaces into one cohesive document, and creating some missing
visualizations. Reuben developed the DBSCAN model in the unsupervised portion. He also created the
random forest and K nearest neighbors classifiers. Reuben also wrote the introduction to the paper. The
work was split evenly, with members helping each other as was needed.
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Appendix

A Code Pipeline

Figure 1: Code Pipeline - ArXiv Paper Categorization
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B Dataset Preview

B.1 Full Dataset

id title abstract category year
0710.1849 Regularity of

solutions of the
isoperimetric
p...

In this work we
consider a ques-
tion in the c...

[math.DG,
math.AP,
math.MG]

2018

0804.3104 Teichmüller
Structures and
Dual Geometric
Gi...

The Gibbs
measure theory
for smooth
potentia...

[math.DS,
math.CV]

2020

0806.3026 Distributional
Schwarzschild
Geometry from
non...

In this paper we
leave the neigh-
borhood of t...

[physics.gen-
ph]

2018

0807.3139 Weight Reduc-
tion for Mod l
Bianchi Modu-
lar Forms

Let K be an
imaginary
quadratic field
with c...

[math.NT] 2019

0810.5491 Nonequilibrium
phase transition
in a spreading...

We consider a
nonequilibrium
process on a ti...

[cond-mat.stat-
mech]

2020

Table 1: Full dataset (first 5 rows)

B.2 Expanded Dataset

abstract category
In this work we consider a question in the c... math.DG
In this work we consider a question in the c... math.AP
In this work we consider a question in the c... math.MG
The Gibbs measure theory for smooth poten-
tia...

math.DS

The Gibbs measure theory for smooth poten-
tia...

math.CV

In this paper we leave the neighborhood of t... physics.gen-ph
Let K be an imaginary quadratic field with c... math.NT
We consider a nonequilibrium process on a
ti...

cond-mat.stat-mech

In this paper we construct integrable three-... math-ph
In this paper we construct integrable three-... math.MP

Table 2: Expanded dataset (first 10 rows)

B.3 Main Category Dataset
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abstract category
In this work we consider a question in the c... math
The Gibbs measure theory for smooth poten-
tia...

math

In this paper we leave the neighborhood of t... physics
Let K be an imaginary quadratic field with c... math
We consider a nonequilibrium process on a
ti...

cond-mat

In this paper we construct integrable three-... math-ph
In this paper we construct integrable three-... math
In this paper we construct integrable three-... nlin
In this paper we construct integrable three-... quant-ph
In this study the numerical performance of t... physics

Table 3: Main category dataset (first 10 rows)

C Unsupervized Learning Models

C.1 K-Means

C.1.1 Elbow Method for Optimal k

Figure 2: Elbow Method for Optimal k
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C.1.2 Clusters visualized - 2D

Figure 3: Clusters visualized - 2D
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C.1.3 Clusters visualized - 3D

Figure 4: Clusters visualized - 3D

C.1.4 Silhouette Score for Optimal k - Plotted

Figure 5: Silhouette Score for Optimal k - Plotted
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k Silhouette Score
2 0.002249724406563622
10 0.002660465057725852
50 0.005218121326725755
200 0.00880186795702813
500 0.009509875425167761

Table 4: Silhouette Score for Optimal k - Table

C.1.5 Silhouette Score for Optimal k - Table
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C.2 SVD + DBSCAN

C.3 Explained Variance against Number of Components

Figure 6: Explained Variance against Number of Components
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C.4 DBSCAN Silhouette Scores

Figure 7: DBSCAN Silhouette Scores - Heatmap
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D Supervised Learning Models

D.1 fastText

D.1.1 fastText - Precision against N-grams (Expanded dataset)

Figure 8: fastText - Precision against N-grams (Expanded dataset)
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fastText - Precision against Epochs (Expanded dataset)

Figure 9: fastText - Precision against Epochs (Expanded dataset)
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D.1.2 fastText - Precision against N-grams (Main Category dataset)

Figure 10: fastText - Precision against N-grams (Main Category dataset)
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fastText - Precision against Epochs (Main Category dataset)

Figure 11: fastText - Precision against Epochs (Main Category dataset)

D.2 ANNOY Model

Figure 12: Sample 1 - ANNOY Model
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